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Treetracker Join: A Composable Physical Operator
that Simultaneously Computes Join and Semijoin
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—— Abstract

Yannakakis’s seminal algorithm (YA) for the optimal execution of k-way acyclic conjunctive
queries (ACQ) requires executing 2 rounds of k — 1 semijoins to remove dangling tuples, followed
by executing the joins. This paper presents the TreeTracker Join algorithm (TTJ) that removes
the explicit semijoins. TTJ simultaneously implements the functionality of a join operator and a
semijoin operator. In essence, TTJ merges the behavior of two logical operators into a single physical
operator. We prove that by composing k — 1 TTJ operator instances, the result of a k-way acyclic
conjunctive query can be computed in optimal data complexity time, O(n + r), where O(n) and
O(r), are the size of the input and output. No additional operators are needed. A distinctive feature
of TTJ is that it detects dangling tuples during the execution of a binary join and removes them,
rather than removing dangling tuples and then performing joins on the result.

An emperical evaluation of TTJ on two commonly used benchmarks shows that in most cases
TTJ is faster than YA, an improvement to YA as well as two representative filter methods.

2012 ACM Subject Classification Information systems — Join algorithms; Information systems —
Query operators

Keywords and phrases Optimal Join Algorithms, Acyclic Conjunctive Queries

Digital Object Identifier 10.4230/LIPIcs.CVIT.2016.23

1 Introduction

Improving join performance is perennially important to the database community. Formal
studies of queries with multiple joins commonly use conjunctive queries (CQ) as a model.
Until the development of worst-case optimal join (WCOJ) algorithms, the evaluation of
queries comprising multiple joins focused on the composition of the unary and binary
operators of the relational algebra[27]. In 1981 Yannakakis published his seminal optimal
algorithm for the special case of acyclic conjunctive queries (ACQs)[66]. Hereafter we will
write Yannakakis’s algorithm as YA.

YA comprises the logical composition of joins and semijoins. The practical benefit of
YA is situational. Even though it has been established that an overwhelming majority of
relational queries in real-world applications are acyclic [24] and YA is optimal it is rare that
YA is the basis for the most performant query plan.

YA uses a logical composition of relational joins and semijoins in two phases, the semijoin
reducation phase and the join phase. The semijoin reduction phase, called full reducer Fg,
comprises two passes of k — 1 semijoins totaling 2k — 2 semijoins [12]. The first pass, called
reducing semijoin program H Fg, follows a bottom-up traversal of the query’s join tree 7o,
removing dangling tuples by evaluating a semijoin for each vertex: R,P><R., where R, is
a relation associated with a node in Tg (child relation) and R, is the relation associated
with the parent of the node (parent relation) [12]. The second pass is the same except it
traverses the path in the reverse direction. The two passes remove all dangling tuples from
the input relations. In otherwords a tuple remains as an input argument if and only if it
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appears in the final result. The expression “fully semijoin reduced” is used to describe this
state. We use R to indicate the resulting relations after HFg and R} to represent the
fully semijoin reduced relations. The join phase then enumerates the final results. It is
commonly understood that only one of the semijoin passes in YA is necessary to obtain the
optimal complexity result [62, 31] 1. Hereafter the single pass version of YA will be written
as YAT. The YA is foundational for a preponderance of research and practice that replaces
the goal of achieving algorithmically optimal query plans with a cost assessment of each
opportunity to apply a semijoin and based on the trade-off estimated by the cost assessment
an operation to remove dangling tuples may or may not be included. The compact size
and speed advantage of Bloom filters is sufficient that methods that use Bloom filters [14]
and approximate semijoins in the form of sideways information passing (SIP) dominate
[68, 32, 35, 33, 29, 44, 22, 52, 54, 48, 23, 26, 3.

More recently WCOJs have been developed. One goal, similar to the efforts inspired by
YA, is to eliminate the introduction of additional operators and their concomitant overhead.
Much of this research has met with success. However, WCOJs commonly compute a k-way
join using a single operator of k inputs for all possible k. Recent research on WCOJs includes
determing how a k-way join operator may be introduced into query systems that historically
have only been required to optimize queries composed of unary and binary relational operators
[29, 25, 64].

In this paper, we offer an alternative approach, Treetrack Join (TTJ). TTJ combines the
implementation of a semijoin and join into one physical operator. The conceptual foundation
of the approach is captured by the Datalog program in Example 1. A goal of presenting
TTJ in logical form is to make clear the algorithm takes two relations as inputs and produces
a join result as output. This supports a claim that will be detailed further, that TTJ can be
integrated with conventional join algorithms in a query plan and is downwardly compatible
with many RDBMS query systems. To implement the deletion of dangling tuples TTJ has
an additional input and output. These are the atoms, DDT), () and DDTy () appearing
in Rules (2) and (4). A short-intuitive explanation that TTJ is downwardly compatable
is that semijoin reduction is an optimization and simply ignoring DDTy, () and DDTy ()
does not impact the correctness of the final result.

The definition of the TTJ algorithm follows in Section 4. Proofs of correctness, complexity
and emperical results appear in Sections 5-7.

» Example 1. Consider the query Q = A(z)xoB(z,y, 2)x1C(y, z)X2D(y). The following
Datalog program models the logical behavior of x1 when three instances of TTJ are used to
evaluate the query.

C'(y,2) + Cly, 2)
C'(y,2) + C'(y,2) — DDT, (y, 2)
Joiny (z,y,
DDTy (,y,

Z) A JOin(](xv Y, Z)? C,(yv Z)

z) + Joing(z,y,2),C(y, z) — Joini (z,y, 2)
Queries cannot have side effects on base relations. Rule (1) copies relation C into a

data structure internal and strictly local to an operator instance, enabling the removal of

dangling tuples from further consideration, (2). Rule (3) represents the desired join computed

1 Neither Internet search nor soliciting people active in this research area has identified a published proof.
For completeness we include a proof in Appendix J.
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Figure 1 Illustration of the identification and removal of dangling tuples by (a) Yannakakis’s
algorithm (YA) its improvements as (YA™); and (b) TTJ on a left-deep query plan. The labels M;
indicate algorithm execution moments referenced in Example 2 and elsewhere in the paper.

with the reduced version of C, C. DDT), () in Rule (2) represents a subset of C' such that
all tuples in DDTy, () are dangling tuples. The result of Join; is computed by Rule (3)

without considering the removed dangling tuples. Joing in Rule (3) is the result from AxB.

The negation in Rule (3) models determining dangling tuples by set difference. Notice the
identification of a dangling tuple is not done in the same TTJ instance where the dangling
tuple is represented and must be deleted. Thus the formal signature of TTJ comprises three
inputs and two outputs.

As one considers the evaluation of a full query plan based on Example 1 one may anticipate
that on each cycle Rule (3) adds results to Join; then on the next cycle Rule (4) determines
additional dangling tuples and that these are removed from B’ where B’ is analogous to C’
in a Datalog representation of xg. Each cycle of evaluation the number of dangling tuples is
greater than or equal to the number of dangling tuples processed by the previous cycle. We
will show that at fixed point the number of dangling tuples deleted by TTJ can be less than
the number of dangling tuples deleted by YA™.

In summary, this paper makes the following contributions:

1. We design a physical join operator TTJ that computes both semijoins and joins at the
same time (Section 4).

2. We prove TTJ is correct and runs optimally in data complexity for ACQ (Sections 5
and 6).

3. We define a general condition call we call clean state that enables optimal evaluation
of an ACQ while permitting the existence of dangling tuples and show that when TTJ
achieves clean state it may have removed fewer dangling tuples than either YA or YA™
(Section 6.1).

4. We present empirical evidence by comparing TTJ with five baseline algorithms on three
benchmarks and complete our argument that combining two logical operations into one
can provide both formal guarantee and good empirical performance (Section 7).
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2  Running Example

To help explain TTJ we name a particular point and state of execution a join failure or join
failure event. In English and the context of simple nested loops join this is when a tuple
in the outer loop has been compared to all the tuples in the relation being processed by
the inner loop and the tuple from the outer loop has not joined with any tuples tested by
the inner loop. Thus the tuple in the outer loop is a dangling tuple. Clarity is gained by
adopting the expression that the tuple has experienced join failure. A formal definition of
join failure is lengthy. More formal than the English definition above but incomplete the
key property is, given Rx S, a join failure event represents the moment in execution that it
is determing that tuple t € R is a member of the relation R D< S. It remains to formaly
define event and moment in execution. When used in context we believe the meaning of
these terms is self-evident.

In a multi-way join evaluation, as we will now illustrate in a physical model that R can
represent intermediate join results from the previous binary join computation. Unlike YA,
TTJ starts join evaluation immediately. Dangling tuples are identified by monitoring for
join failure and the dangling tuples are deleted as they are identified. Thus, TTJ is a join
algorithm augmented to incrementally delete dangling tuples as they are identified. Hence
TTJ avoids equality tests that are executed when evaluating a semijoin and then again when
evaluating a join. When query evaluation terminates the internal data structures of the TTJ
operator instances contain a superset approximation to the reduced arguments created by
the single semijoin pass of the YA, i.e., YAT. This means that TTJ may delete fewer dangling
tuples than the YA or YA™ yet remains data complexity optimal. See Corollary 15.

The reader may find that the programatic expression of the TTJ operator is simple
when presented in isolation in English or Datalog. However since dangling tuples are often
identified in one TTJ operator instance but must then be deleted from a data structure local
to another operator instance the query optimizer must maintain certain constraints and
represent certain consequences in the query plan. These are not simple. The query optimizer
must create a certain graph representation of the query and limit plans to traversals of that
graph that maintain the constraints.(See Definition 6 and Corollary 7). For an ACQ), the
graph is a join tree. Edges in the traversal of the join tree determine the identification of the
relation whose tuple caused a join failure and the communication path that terminates at the
operator instance containing the dangling tuple, thus identifying and enabling its deletion.

» Example 2. Consider a join of 4 relations T'(x), S(z,y,z), B(z), and R(y,z) with the
database instance shown in Figure 1. The illustrations show how dangling tuples are identified
and removed by YA (and YAT) and TTJ enable optimal evaluation.

(a) shows the part of the bottom-up semijoin pass in YA and YA™ and highlights both of
the algorithms remove more dangling tuples than TTJ in a different way. Both YA and YA™
execute a sequence of semijoins prior to starting joins: At M, S = SP<R; both S(red,1,2)
and S(brown, 3,3) are removed. S(brown,3,3) is not removed in TTJ because x = brown
does not match with any possible assignment to z in T. Then, at My, T><S" and T'(red)
is removed. Unlike TTJ that removes dangling tuples while performing join, YA removes
all dangling tuples before join starts. YA™ allows the existence of some dangling tuples by
omitting the top-down pass but, as shown in this example, it still removes more dangling
tuples than TTJ.

(b) illustrates how TTJ evaluates the same query as (a) but on a left-deep query plan
using demand-driven pipelining. TTJ takes the operator form, which is implemented in
iterator interface consisting of open() and getNext (). The evaluation starts with recursive
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open() calls on the join operators and builds hash tables on S, B, and R. To obtain the
first query result, the join process first calls x1’s getNext (), which calls its left child xs’s
getNext (), and such pattern repeats until the left most relation T’s getNext () is called and
returns T'(red) (M3). w3 probes into Hg, the hash table on S, and finds a matching tuple
S(red, 1,2). The joined result (red, 1,2) is returned to X5. Then, the matching tuple B(2)
from Hp joins with (red, 1,2) and the joined result (red, 1,2) is returned to ;. No tuples
from Hp join with (red, 1,2) (M,); hence, join fails at R and R is the detection relation.
TTJ makes additional method calls to reset the evaluation flow to S, the guilty relation,
because S is the parent of R in Tg. Subsequently, S(red, 1,2) is removed from Hg (Ms5),
which is logically equivalent to removing the tuple from the instance of S. Since no tuples
from S join with T'(red), TTJ backjumps to T and implicitly removes T'(red) by adding it
to a no-good list ng (Mg). The no-good list will be used in future steps to filter out dangling
tuples from 7T'. From this example, we see that TTJ, like other join operator implementations,
takes in two input relations and produce join result explicitly. However, implicitly as part
of the join computation, it also identifies dangling tuples from some other relations and
send deletion message and takes deletion message from some other TTJ operator to remove
dangling tuples. By the end of the evaluation, dangling tuples are sufficiently removed and is
a subset of the tuples removed by the semijoin passes of YA and YA™.

3 Preliminaries

We examine the relevant background concerning the evaluation of acyclic conjunctive queries,
present baseline algorithms, and introduce additional definitions used in this paper.

3.1 Acyclic Conjunctive Query Evaluation

We consider a relational database consisting of k relations under bag semantics. A full
conjunctive query (CQ) is a natural join of k relations:

Q(a) = Rl(al)NRQ(az)N . NRk(ak) (5

~~

For each relation R;(a;), a; is a tuple of variables called attributes. We define attr(R;) =
a;. Q is full because a includes all the attributes appearing in the relations, i.e., attr(Q) =
Ui:1 attr(Ry,).

Query graph. The literature contains a number of different graph representations of Q.

The most common is the hypergraph [28, 45]. To better emphasize that TTJ leverages the
connection between query evaluation and the constraint satisfaction problem (CSP)[20] , we
use an equivalent alternative, query graph [16] (also known as join graph [65]%, dual constraint
graph [20], or complete intersection graph [41]). The query graph of Q is a graph where there
is a bijection between nodes in the graph and relations in the query. Two nodes vy, v2 are
adjacent if their corresponding relations Ry, Ro satisfy attr(Ry) N attr(Ry) # (). For clarity,
we use the relations to label the nodes in the query graph.

Join Tree. Q is acyclic if its query graph contains a spanning tree called join tree To,
which satisfies the connectedness property [10, 20]: for each pair of distinct nodes R;, R;
in the tree and for every common attribute a between R; and R;, every relation on the
path between R; and R; contains a. For the rest of the paper, we assume Q is a full acyclic

2 Join graph is defined in database theory and constraint satifaction problem with a slightly different
definition: a spanning subgraph of query graph that satisfies the connectedness property [20, 41].
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CQ (ACQ). For ACQ, one can find a maximum-weight spanning tree from the query graph,
where the weight of an edge (R;, R;) is |attr(R;) Nattr(R;)|. Such a tree is guaranteed to
be a join tree [41]. A rooted join tree is a join tree converted into a directed tree with one of
the nodes chosen to be the root. We assume 7Ty is a rooted join tree.

Query Plan. Physical evaluation of ACQ is commonly done using query plan. A query
plan is a binary tree, where each internal node is a join operator X, and each leaf node is a
scan operator (we use table scan by default) associated with one of the relations R;(a;) in
Query (5). The plan is a left-deep query plan, or left-deep plan, if the right child of every
join operator is a leaf node [50]. For example, ((T'xS)xB)x R in Figure 4 (c) is a left-deep
plan. Due to the limited space this paper only discusses left-deep plan. Appendix E extends
these results to bushy plans. As shorthand [63] we represent a left-deep plan, labeled from
bottom to top, (... ((RkXRk—1)XRk_2)...)xR; as [Rg, Rg—1,..., R1].

Physical Operators. Operators in the query plan of Q are physical operators, commonly
implemented in an iterator interface [27] consisting of open(), getNext(), and close().
open() prepares resources (e.g., necessary data structures) for the computation of the
operator; getNext () performs the computation and returns the next tuple in the result; and
close () cleans up the used resources. In this paper, evaluation of a query plan is done using
demand-driven pipelining (or pipelining): it first calls open() of each operator and then
keeps calling getNext () of the root join operator of the plan, which further recursively calls
getNext () of the rest of the operators, until no more tuples are returned [55]. Introducing
additional methods, such as the deleteDT () method of TTJ, to the interface requires only
minor adjustments to the current physical operators. A sole default implementation of the
newly introduced methods is adequate for the current physical operators..

Complexity measurement. We speak to multiple complexity models. The data complexity
model (big-O notation) has become the model of choice in the study of conjunctive query
processing [4, 58, 37]. The data complexity model assumes that the size of a query, k, is a
constant, making data size, n, the parameter of interest[7]. The standard RAM complexity
model [5] and combined [61] (big-O notation) consider both k and n as variables. Under
data complexity, the lower bound of any join algorithm is Q(n + r) [58] (r is the output size)
because the algorithm has to read input relations and produce join output.

3.2 Baseline Algorithms

Besides Yannakakis’s algorithm (YA) and its improvement (YA™) introduced in Section 1, we
further compare TTJ with in-memory hash-join (HJ) and two representative filter methods:
Lookahead Information Passing (LIP) and Predicate Transfer (PT). We introduce each of
them in order.

HJ evaluates Q using pipelining on a left-deep plan with in-memory hash-join operators
[29]. In open(), each hash-join operator builds a hash table H from its right child R;pper. In
getNext (), a tuple ¢ from the left child of the join operator, Ryyter, probes into H to find a
set of joinable tuples denoted as MatchingTuples. getNext () returns the join between t and
the first tuple from MatchingTuples. The join between ¢ and the rest of the tuples will be
returned in the subsequent getNext () calls.

LIP [68, 26, 67] leverages a set of Bloom filters to evaluate star schema queries consisting
of a fact table and dimension tables. In open(), LIP computes filters from R;y,,e- of each
join operator and passes those filters downwards along the left-deep plan to the fact table,
which is the left-most relation of the plan. In getNext () of the left-most table scan operator,
LIP checks the tuples from the fact table against the filters and propagates those pass the
check upwards along the plan.
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PT [65] is the state-of-the-art filter method that generalizes the idea of LIP to queries
not limited to star schema queries. Similar to YA, PT divides query evaluation into two
phases. First, in predicate transfer phase, PT passes filters over the predicate transfer graph,
a directed acyclic graph built from the query graph, of a query in two directions: forward
and backward, which is similar to the first two passes over 7o in YA. Relations are gradually
reduced as filters are being passed. Once the predicate transfer phase is done, the join phase
begins where the reduced relations are joined.

3.3 Additional Definitions

We further define some terminologies used in the paper. We call a relation internal if it
appears as an internal node [19, 51] in Tg. For relations corresponding to non-root internal
nodes of 7o, we call them internal® relations. Similarly, a leaf relation means the relation
appears as a leaf node in 7g. The root relation is defined accordingly. Let Pg be a left-deep
query plan using TTJ. R; for i € [k] are relations in Pg. The left-most relation is Ry. See

Figure 4 (c¢) in Appendix A. x; for i € [k] are join operators in Pg. X is the root operator.

X is the table scan operator of Ry. Rinner and Royter are right child and left child of ;,
respectively. Depending on context, we adopt the following language: If a tuple produced
from X;y1, the Ryyter of X;, cannot join with any tuples from R;, the R;per of X;, we call
it a join fails at X;, a join failure happens at X;, or join fails at R;. Since TTJ determine
dangling tuples while doing the join, we consider join failure and detecting a dangling tuple
during a join are synonymous. In such case, R; is called the detection relation. ; is called
the detection operator. We call the join operator the remowval operator if its Rjnner is the

parent of the detection relation for a join failure in Tg. Such Rjnner is the guilty relation.

For example, for the join failure happens at x; in Figure 1 (b), the detection relation is R
and the detection operator is xy. S is the guilty relation and x3 is the removal operator.
We introduce extra notation in the paper. Suppose a full ACQ Q has k relations with each
size O(n). The output size of evaluating Q on a database instance is r. [Rg, Rg—1,- .., R1]
denotes a query plan (...((RgMRk—1)XRi_2)...)XRy. Let J} denote the join of relations
Ry, Rk—1,...,Ry. Let J, for u € [k] denote the join result computed from x,. Once the
correctness of TTJ is proved, J, = J. |Ju| = ju. R* is R that is free of dangling tuples

w.r.t Q. tla] = m,(t) for tuple ¢, attribute a, and projection 7. ja(R,S) = attr(R) Nattr(S).

R(3,2) means tuple (3,2) € R. jav(t,R,S) = tlattr(R) N attr(S)], which is join-attribute
value. Hr (or H;) is the hash table built from R (or associated with ;). MatchingTuples
is the list of tuples with the same jav in a hash table. ng is the no-good list, a filter in
TTJ scan. R emphasizes the physical aspects of R, i.e., a bag of tuples R contains. We use
standard relational algebra notation, e.g., antijoin D< and semijoin D<.

4 TreeTracker Join Operators

The pseudo-code presented in Algorithms 4.1 and 4.2 contains the full definition of TTJ.

Algorithm 4.1is the primary join algorithm in the context of a left-deep plan. Algorithm 4.2
defines TTJ scan. The join operator proper only removes dangling tuples from it’s right-hand
argument and no changes to a conventional table-scan are needed. However, to attain the
complexity results dangling tuples must be removed from the leftmost argument. Thus, TTJ
scan replaces the scan for the leftmost argument and provides for recording the identity of
dangling tuples from the left-most argument and filters them out. We use Pg to denote the
left-deep plan using TTJ. We are now ready to work out Example 2 in full detail. We expand

23:7

CVIT 2016



23:8

TreeTracker Join: Computing Join and Semijoin at the Same Time

Algorithm 4.1 TTJ Join Operator

2

10

11
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13
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24

25

26
27
28

29

Purpose: An iterator returns, one at a time, the join result of Ryyter and Ripner-
Output: A tuple t € Royter X Rinner
1 TTJOperator

—J

void open()

// Touter references a tuple from Router

// MatchingTuples references a set of tuples from Rjnner that are joinable
with 7outer

Initialize royter, MatchingTuples to nil

Rinner-open()

Build hash table H: Insert each tuple, rjnner, from Ripner into H using the

join attribute value(s), jav(rinner, Router, Rinner) as the key

Router-open()

uple getNext()

if MatchingTuples # nil A MatchingTuples # () then

// If there are more matching tuples left, return the join of 7outer and
the next matching tuple
if (aMatchingTuple + Matching Tuples.next () ) # nil then
L return the join of 7,yuter and aMatching Tuple
// No matching tuples are left. Get a new Touter
Touter < Router-getNext ()
if router = nil then return nil

if router = nil then 7router < Router-getNext ()

while 7,yter # nil do
// Find tuples from Rinner joinable with router

Matching Tuples < H.get (jav(router, Router, Rinner))
if MatchingTuples # nil then

aMatchingTuple < Matching Tuples.next ()
return the join of 7,yuser and aMatching Tuple

else
// Join failure identified; start the backjumping to the guilty

relation, parent of Ripner in Tg

| Touter < Router .deleteDT (Rinner)

return nil

uple deleteDT(Detection Relation R)

if Rinner is the parent of R in Tg then

// Rinner is the guilty relation; join failure was identified at R
because the join between 7outer and aMatchingTuple was eventually
returned to R and cannot join with any tuples from R

Remove aMatchingTuple from MatchingTuples and H

else

// Has not reached the guilty relation for R; backjumping continues
Matching Tuples < nil

Touter < Router-deleteDT(R)

if 7outer = nil then return nil

| return getNext ()
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Algorithm 4.2 TTJ Table Scan Operator for Ry

Purpose: Table scan operator for Ry that returns tuples not in ng.
1 TTJScan

2 void open()

3 L Initialize ng to an empty set

4 Tuple getNext()

5 while (¢ < Rj.next()) # nil do

6 if jav(t, R, R;) & ng for all children R; of Ry in Tg then
7 L return ¢

8 return nil

9 Tuple deleteDT(Detection Relation R)
// Rj is the guilty relation; ¢ contributes to the tuple that caused the

join failure at R

10 Insert jav(t, Ry, R) into ng
11 return getNext ()
My I

N | |
I%! Join Failure
' 1
(red,1,2) ’ ><y. deleteDT(R) N N
2 M ><i3. deleteDT(R) 2 detection 5 M

relatjon
(Tedv 15 2) ’ /\ R(y, Z) Jjav_|MatchingTuples /\ R(yf ;t)o R(y7 Z)

3 32| 62 3 3
(Ted)’ B(Z) jav_|MatchingTuples \ B(Z) (bluey B(Z)
M 2 ) guilty relation quilty detection relation
3 T(:I:) § z, Y Z) T(‘T) S(.’E, Y, z) T(w)relalions(-’t, Y, Z)
jav_| MatchingTuples Jjav_| MatchingTuples @ Jjav_[ MatchingTuples
| Matching Tuples |
ved | (red,1,2) Ms | red | —fredristi— red
blue | (blue,3,2) blue | (blue,3,2) M blue (blue, 3,2)
brown| (brown,3,3) brown| (brown, 3,3) brown| (brown,3,3)

@ (b) ©
Figure 2 (a) Join fails at x;. (b) A series of deleteDT(R) is called, which leads to the removal
of S(red,1,2) from hash table Hs. (c) Join further fails at x5, which puts T'(red) to ng.

Figure 1 (b) into Figure 2. By default all line numbers reference Algorithm 4.1 unless noted
otherwise.

The following three examples show the execution moments in the first getNext () call

after open() of the pipelining evaluation that leads to the removal of two dangling tuples.

Example 3 shows that TTJ does not schedule any semijoins or semijoin-like filters before
query evaluation. The evaluation flow is identical to HJ when no join failure happens.

» Example 3 (1/; in Figures 1 and 2). After plan evaluation begins, the recursive getNext ()
calls start with x; and end with 7’s TTJ scan operator (Line 4 Algorithm 4.2), which
returns T'(red). The jav (z : red) is used to look up Hg (Line 15). Since T'(red) joins with
S(red,1,2), the resulting tuple (red, 1,2) is further propagated to X9, which probes into Hpg
and finds B(2) joinable. The join result (red, 1,2) is further passed to ;.

On join failure, TTJ needs to reset evaluation flow back to guilty relation as shown
in Examples 2 and 4. To do so, we enhance the iterator interface with one more method
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deleteDT() and reset the evaluation flow using a series of deleteDT() calls ? from the
detection operator to the removal operator corresponding to a join failure.

» Example 4 (M, and M5 in Figures 1 and 2). Since (red,1,2) cannot join with any tuples
from Hpg, the goal of TTJ is to reset the evaluation flow back to the guilty relation S and
remove the last returned tuple, S(red, 1,2), from Hg. To do so, Xy.deleteDT(R) is called
from Line 20 first. Since X2’S Ripner, B, is not the parent of R in Tg (Line 23), Line 27
is called, e.g., x3.deleteDT(R). In X3’s deleteDT(), since S is the parent of R (Line 23),
Line 24 is executed: S(red,1,2) is removed from Hgs.

4 is implemented by

Example 4 shows that removing tuples from internal® relations
removing them from an index. For the left-most argument TTJ scan simply inserts dangling
tuples into the no-good list (ng). Reads of the left-most argument check for membership in

the no-good list and if a tuple is a member the tuple is simply not returned (Example 5).

» Example 5 (Mg in Figures 1 and 2). Removal of S(red, 1,2) causes T'(red) to become
dangling. TTJ adds it to ng, effectively removing it from T'. After removing S(red, 1,2),
getNext () of X3 is called (Line 29). Since MatchingTuples is now empty and royter = T'(red),
Line 15 is executed. No tuples from S joins with T'(red). Thus, T.deleteDT(8) is called
(Line 20) and Algorithm 4.2 Line 10 adds jav (z : red) to ng. Once ng is non-empty, it will
work like a filter to prevent future dangling tuples with the same jav from returning to xs.
getNext () of T is called (Algorithm 4.2 Line 11). The next tuple T'(blue) then probes into
ng (Algorithm 4.2 Line 6). Since T has only one child S, jav (x : blue) is computed and it is
not in ng. Thus T'(blue) is safe to further propagate upwards towards xs.

From the above examples, we see that TTJ requires both Pg and Tg to work. The key
property that Pg and Tg need to meet is that TTJ can find the guilty relation given a join
failure. The following definition and corollary specifies the property.

» Definition 6 (join tree assumption). Suppose Pg = [Ri, Rk—1,..., R1]. TTJ assumes Tg
satisfies the following property: for a given relation R; in Pg, its parent in To is one of the
relations Ry, Rk—1,...,Rix1. The root of Tg is the left-most relation Ry.

» Corollary 7 (join order view of Definition 6). Given a Tg, TTJ assumes the order of relations
in a left-deep query plan satisfies the following property: for a node R; and its child R; in
To. R; is before R in Pg, i.e., Po =[...,Ri,...,Rj,...].

We use the following lemma to show that Definition 6 is easy to satisfy.

» Lemma 8. For any left-deep plan without cross-product for acyclic queries, there exists a
To satisfies the join tree assumption (Definition 6).

We defer the proof of Lemma 8 and related examples that illustrate Definition 6 and Co-
rollary 7 to Appendix B.

5 Correctness of TTJ

We prove the correctness of TTJ in this section. The main result in this section is the proof
of Theorem 9 which asserts the correctness of TTJ.

3 We omit argument to deleteDT() when reference it generically.
4 No tuples are removed from the leaf relations because they cannot be guilty relations, i.e., by leaf
definition, they are not parent of any relations in 7g.
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» Theorem 9 (Correctness of TTJ). Evaluating an ACQ of k relations using Pg, which
consists of k — 1 instances of Algorithm 4.1 as the join operators and 1 instance of TTJ scan
(Algorithm 4.2) for the left-most relation Ry, computes the correct query result.

To prove Theorem 9, we first prove two lemmas that concern identifying join failure.

Let iter be an iterator on MatchingTuples, i.e., when calling next () on MatchingTuples,
iter is advanced and returns the next tuple in MatchingTuples if such tuple exists and nil
otherwise.

» Lemma 10. For every value assignment to Toyter, MatchingTuples is initialized with
tuples from H and implicitly, iter is reset. Between each pair of value assignments to royter,
MatchingTuples is never initialized and iter is never reset.

Proof. 7,y¢er is assigned in four places: Lines 11, 13, 20, and 27. For Lines 11, 13, and 20,
MatchingTuples is initialized on Line 15. For Line 27, since MatchingTuples is set to nil
(Line 26), MatchingTuples is initialized on Line 15 as well. Since MatchingTuples is never
initialized with tuples from # in the rest of Algorithm 4.1, the claim follows. <

» Lemma 11. A tuple, t, is part of the final join result if and only if it is not marked as
dangling during the query evaluation by deleteDT().

Proof. We prove the equivalent statement: a tuple ¢ is marked as dangling by deleteDT()
during the query evaluation if and only if ¢ is not part of the final join result. Whenever
deleteDT() is called, a tuple is removed from a hash table or added to ng. deleteDT() is
initiated if and only if MatchingTuples = nil, which means 7,y contains a dangling tuple,
i.e., some tuple is not part of the final join result. |

We are ready to prove our main theorem Theorem 9.
Proof. We show J; = J; under bag semantics. We first show J; C J;. Let t ¢ J;. Recall
Ji = {t over attr(Py,) | tlattr(R,)] € Ry Yu € [k]} .

If there doesn’t exist a relation R in Q such that t[attr(R)] € R, it is trivial to see that
t ¢ Ji. Suppose tlattr(R,)] € Ry for v = {k,k—1,...,i+ 1} but t[attr(R,)] ¢ R, for
uw = {i,i—1,...,1}. By default join order (Definition 6), R; must be a child of some
relation R; with ¢ < j such that t[attr(R;)] € R; and t[attr(R;)] € R;. By To definition,
attr(R;) N attr(R;) # 0. The only non-trivial reason that t[attr(R;)] ¢ R; is because
tlattr(R;) N attr(R;)] € Tastr(r,)nattr(r;) (1) In such case, TTJ will call deleteDT() from
the join operator connected with R; and t[attr(R;)] will be deleted from Hp; or put onto ng.
Thus, t is not in Jy. If there is a relation R, with k¥ < u < i+ 1 such that t[attr(R,)] € R,
t ¢ J; by the definition of join. The same argument applies to any ¢ whose value is duplicated.
To show J; C Jy, suppose ¢t € J; but & Jy. t[attr(Ry)] is part of the join result and
with Lemma 11, t[attr(R;)] is never deleted. Thus, it must be that t[attr(Py,)] € J5 but
t ¢ Jy. The same argument applies to every operator in the plan. Eventually, we have
tlattr(Ry)] € Ji but t € J,. However, this is a contradiction. t[attr(Rg)] € J; and joins
with the rest of the relations in plan. Thus, with Lemma 11, t[attr(Ry)] & ng and € Jj.
Next, we show |J;| = |J5|. That is, for a given t € J;, we show the number of tuples ¢
that are in Jy equals to the number of tuples ¢t in J;. By Lemma 11, TTJ will not falsely
remove a tuple ¢t that is in J; and if ¢ is a dangling tuple, it is removed by deleteDT().
Further, by Lemma 10, each tuple from x, xR, _; is enumerated once. The claim holds. =
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6 Optimality of TTJ

The runtime analysis of evaluating Pg is done in two steps. First, we propose a general
condition for any left-deep plan without cross-product for ACQ called clean state. Clean
state specifies what tuples can be left in the input relations without breaching the O(n + r)
evaluation time guarantee. Clean state permits the existence of more dangling tuples than
what is allowed by YAT. Second, we show Pg reaches the clean state and the work done by
TTJ between the beginning of the query evaluation and reaching the clean state (cleaning
cost) is no more than the work done after reaching the clean state. The former takes O(n)
and the latter takes O(n + r).

6.1 Clean State

» Definition 12 (clean state). For a left-deep plan without cross-product for ACQ, we denote
the contents of R; that satisfy the following conditions by R;:

1. R; = R; for all the leaf relations R; of To;

2. (Ry><Jf ) D>< @u =0 for internal® relations R; and their child relations R, ; and

3. R, < Hiu = for the root of To, Ri and its children qu.
The plan reaches clean state if the contents of all R; equal R;.

» Lemma 13. When the left-deep plan without cross-product for ACQ is in clean state, Ry,
1s fully reduced and free of dangling tuples.

Proof. Suppose Pg is in clean state. Assume there is a dangling tuple d € Ri. Suppose
{d} MRy_1 ... xR; but cannot join with R;;, with j € {k —1,...,2}. Given Pg satisfying
Definition 6, parent of R;y1, R;, must be one of the relations joinable with {d}. Thus, R; is
not in clean state. Contradiction. |

» Theorem 14 (Clean state implies optimal evaluation). Once the left-deep plan without
cross-product is in clean state, any intermediate results generated from the plan evaluation
will contribute to the final join result and the plan can be evaluated optimally.

Proof. Proof by induction on the height of 7o, h. Base case h = 0. Claim trivially holds.
Suppose the claim holds for height of 7o < h. Let R be the root of 7o with height h.
Let R; be a child of R,. With Lemma 13, no dangling tuples produced when R}, join with
R;. By induction assumption, no dangling tuple produced when further join RyxR; with
relations in subtree rooted in R;. Repeat the same argument for each child of R; and the
result follows. Notice the order of ;s that invoke proof arguments is specified by the order
in Pg, which satisfies Corollary 7. |

Comparison with full reducer and reducing semijoin program. Relations that are free from
dangling tuples are in clean state. Thus, relations after Fg are in clean state. Relations
after HFg are in clean state as well. Leaf relations after HFg satisfy Item 1 (by definition
of HFg) and the root relation after H Fg satisfies Item 3 (by Lemma 13 and Lemma 4 of
[12]). For an internal® relation R;, it satisfies R; D< R, = (0, which implies the satisfaction
of Item 2. However, the state of relations after HFg or Fyg is stricter than what is required
by clean state, i.e., more than necessary tuples are removed for optimal evaluation. Tuples
of R; that are not joinable with J7 ; will be removed by both Fg and HFg if such tuples
are not joinable with tuples from any child relation of R;. For example, S(brown,3,3) in
Example 2. But, those dangling tuples are allowed to present in clean state. We provide one
more example in Appendix C.
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» Corollary 15. The set of dangling tuples removed by TTJ is a subset of the set of dangling
tuples removed by both YA and YA™T .

We also perform empirically measurements on two standard benchmarks to illustrate
Corollary 15. The result is in Appendix I.

6.2 Complexity Analysis

» Lemma 16. Algorithm 4.2 Line 10 is evecuted whenever Ry, DX R, # () for child relation
R, of Ry. Similarly, Line 24 is executed whenever R; >< R, # () for internal® relations R;
and its child R,. R, indicates the content of R, can change during TTJ execution.

Proof. We prove the claim on Algorithm 4.2 Line 10; claim on Line 24 can be proved similarly.

t € Ry can be dangling for two reasons. First, t is dangling at the very beginning of the
execution, i.e., {t} >< R, = {t}. Then, during the execution with ¢ from Xy, join fails at x,,
and deleteDT() is initiated (Line 20). Since Ry is the parent of R,,, Algorithm 4.2 Line 10
is executed. Second, ¢ becomes dangling after all tuples from R, ><{t} are removed. After

the last tuple in R, P><{t} is removed by Line 24, MatchingTuples becomes empty at X,,.

Line 29 is then called. Since MatchingTuples = () and R, ><{t} = 0, Line 15 is executed
and returns nil. deleteDT() is initiated and Algorithm 4.2 Line 10 will be executed. |

» Lemma 17. When TTJ finishes execution, Pg is in clean state.

Proof. Satisfaction of Item 1. Suppose R; is a leaf relation. Since relations that have tuples
removed or put into ng are parent of some other relations in 7o, condition holds.

Satisfaction of Item 2. Start with internal® relations R; that are parent of leaf relations R,,.

Then, R, = R,. By Lemma 11 and parent-child relation between R; and R, (R; ><J, ) ><
I@u is empty. Thus, R; = I@l when TTJ finishes execution. Now, let R; be an internal®
relation and R, be its child, which is also an internal® relation. Start R, be the parent of
leaf relations and apply the same argument from the previous case. R; = If@l Repeat the
same argument all the way till R, be the grandchild of Rj.

Satisfaction of Item 3. By Lemma 13, equivalently, we show Ry — ng = R}. First,
Ry € Ry —ng. Suppose t ¢ Ry — ng. This means ¢ is one of the tuples removed by

Algorithm 4.2 Line 10. With Lemma 16, ¢t ¢ R}.. Second, R} D Ry, — ng. Suppose ¢ € Rj.

Then, t has to be a dangling tuple causes a join failure at some relation R. By the proof of
Lemma 16, either deleteDT() is called directly (R is a child of Ry) or indirectly (R causes
all tuples from R, a child of Ry, joining with ¢ removed). Thus, ¢t & Ry — ng. <

» Lemma 18. TTJ evaluates Pg in O(n + ) once it is in clean state.

Proof. By Theorem 14, once Pg reaches clean state, no dangling tuple is produced by x,,
for u € [k]. Thus, no more calls on deleteDT(). There are k relations and £ — 1 join

operators, open() takes O(kn) as each operator is called once and takes O(n) to build H.

It takes O(k) getNext () calls to compute a tuple in J;. Since each getNext () call takes
O(1), it takes O(k) to compute one join result and O(kr) for J;. Thus, in total, we have
O(kn+kr)=0mn+r). <

Next, we prove the optimality guarantee of TTJ by bounding the cleaning cost. The key
idea is to leverage the fact that whenever a dangling tuple is detected, some tuple has to be
removed and there can be at most kn tuples removed. The cost to remove each tuple is O(1)
under data complexity.
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» Theorem 19 (Data complexity optimality of TTJ). Evaluating an ACQ of k relations
using Po, which consists of k — 1 instances of Algorithm 4.1 as the join operators and 1
instance of TTJ scan (Algorithm 4.2) for the left-most relation Ry, has runtime O(n +r),
meeting the optimality bound for ACQ in data complexity.

Proof. By Lemma 17, the execution of a plan is in clean state when TTJ execution finishes.
The amount of work that makes Pg clean, i.e., cleaning cost, is fixed despite the distribution
of dangling tuples in the relations. Suppose the execution is in clean state after computing
the first join result.

To bound the cleaning cost, we bound the cost of getting the first join result. Cleaning
cost of TTJ includes the following components: (1) the cost of open(), which is O(kn); (2)
the cost of getNext(); and (3) the cost of deleteDT(), which is bounded by the cost of
getNext () as well.

The total cost of getNext () is bounded by the total number of loops (starting at Line 14).
Within the loop, hash table lookup (Line 15) is O(1). The total number of loops equals the
total number of times that r,ys., is assigned with a value. 7,y assignment happens on
Lines 11, 13, 20, and 27. Line 13 is called when getNext () is recursively called from x; to
start computing the first join result, which in total happens k times. Afterwards, whenever
Touter Decomes nil, execution terminates by returning nil (Lines 12, 21, and 28) and Line 13
never gets called.

Each time deleteDT() is called from Line 20, exactly one tuple is removed. Thus, 7oyter
is assigned O(kn) times on Line 20. After a call to deleteDT() made in the ith operator
(i € [k — 2]) from Line 20, deleteDT() can be recursively called at most k — ¢ times from
Line 27. The number of deleteDT() calls with k — ¢ recursive calls is at most n because
each relation has size n and each initiation of deleteDT() removes a tuple. Thus, the total
number of assignment to 7,y¢er from Line 27 is < Zf:_f(k —i)-n=0(k?n).

If deleteDT() is never called during the computation of the first join result, Line 11
is not called. Line 11 can only be called from Line 29 when Line 23 is evaluated to true;
any getNext () calls (Line 29) from recursive deleteDT() calls triggered by Line 20 will not
call Line 11 because MatchingTuples is set to nil on Line 26. Thus, the number of calls on
Line 11 equals to the number of deleteDT() calls from Line 20, which is O(kn).

Summing everything together, cleaning cost is O(k?n). Since Pg is clean after computing
the first join result, with Lemma 18, the result follows. <

The combined complexity of TTJ is O(k?n + kr), which can be further reduced to
O(nklogk + kr) by imposing an additional constraint on Pg. We defer the details to
Appendix D. In Appendix E we show how to use TTJ on plan that is no longer degenerate.
We further analyze its performance and formulate a graph mapping problem that can lead
to optimality. Lastly, besides the hypertree decomposition approach, TTJ can be easily
extended to cyclic queries using the spanning tree approach described in [21], which we detail
in Appendix F.

7 Empirical Results

So far, we have shown that by combining two logical operations into one, we maintain the
optimality guarantee. To finish our argument, we need to supplement empirical evidence to
show our approach gives better overall performance compared to the existing approaches. In
this section, we compare the performance of TTJ with the baseline algorithms (Section 3.2)
on two standard benchmarks: TPC-H [57], and Star Schema Benchmark (SSB) [46]. We defer
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Figure 3 Speedup of TTJ, YA, YAT, PT, and LIP over HJ on all 13 SSB queries

the details of our experimental setup such as algorithm implementation details, workload,
environment, and cost models to Appendix G. We present our SSB results and defer TPC-H
result to Appendix H.

We present SSB results because star schema queries eliminate the impact of join order and
join tree on algorithms’ performance; all algorithms share the identical 7o and plan, where

the fact table is Ry and the dimension tables are the children of Ry ordered from left to right.

Figure 3 illustrates that TTJ has the largest speedup, 3.2x on average, for all SSB queries
and LIP comes in second with average of 2.8x. The performance difference between TTJ
and LIP shows that lazily building and probing ng works better than proactively building
and probing a set of Bloom filters. Probing Bloom filters at Ry in LIP can be viewed as
performing a bottom-up pass of 7g. The comparison result between TTJ and LIP supports
our argument that the users do not need to trade-off optimality guarantee for empirical
performance; they can have both at the same time. Furthermore, in this setup, TTJ is indeed
reduced to combining the bottom-up semijoin pass and join pass into one ®, which makes
TTJ equivalent to YAT. However, TTJ outperforms YA™, which shows that TTJ is more
empirical efficient than YA™' despite the equivalent formal runtime guarantee. Compared
with LIP and YA™, YA and PT perform an additional top-down pass of To. PT has extra pass
compared to YAT but still outperforms YA™ in most cases; such results reflect using Bloom
filter is much more cost-effective than using semijoin. Additional results on the number of
dangling tuples removed by each algorithm is in Appendix I.

8 Limitations and Future Work

In this paper, we use TTJ to argue that two separate logical operations: semijoin and join,
is the fundamental reason that users have had to pick between theoretical guarantee and
good empircal performance. Theoretical gaps remain when consider TTJ with additional
requirements, which we discuss next. First, the combined complexity of TTJ can be improved
because it has an additional logk term compared with the complexity of YA. Second,
optimality of TTJ under bushy plan is contingent upon the resolution of a graph mapping
problem that maps Tg into query plan.
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A lllustration of Notation

T 2 N/\
s @ /\ngy,

(a) Query Graph (b) Join Tree (C) Query Plan
Figure 4 (a) query graph, (b) join tree , and (c) query plan of Q of four relations in (c). Ry, ..., R4
show the relation numbering and 1, X, X3, X4 denote the join operator numbering. x4 represents
the table scan operator associated with the left-most relation R4, which is T in this example.

B Understanding TTJ Requirements on Pg and 7o

TTJ operates on a left-deep query plan, which represents the join order of the input relations
of the query. In addition, TTJ requires a Tg to find the parent of the detection relation, i.e.,
the guilty relation, for a join failure. Thus, if either the plan or the 7o is missing, we need
to construct it from the other one. A constraint exists for such construction to ensure TTJ
can function correctly. Since deleteDT() always sends a reference of the detection relation
downwards along the plan, when the plan is missing, we need to construct a plan such that
the guilty relation must sit below the detection relation. For the same reason, when Tg is
missing, we need to construct a Tg such that for any detection relation in a plan, exactly
one of the relations below it must be its parent in the tree. In this section we formalize the
constraint and describe how to properly construct a 7o or a plan given the other input.
Given Pg, Definition 6 defines the aforementioned constraint on the 7g. calling

» Example 20. Consider Pg in Figure 4 (c), B is labeled as Rs. TTJ expects that B’s
parent in 7o has to be either Rs or Ry. As shown in Figure 4 (b), B’s parent is S, which
corresponds to Rs. Thus, Tg in (b) satisfies the assumption.

Lemma 8 states that we can easily construct a required 7o from any left-deep query plan
that does not have cross-product. The key idea is as follows: We construct 7g following the
order of relations in Pg from left to right. Suppose Ry, ..., R;11 are already added to Tg. For
R;, we want to find a relation R; that is already in Tg such that attr(R;)N (Uk_j+1 attr(R,))
C attr(R;). Left-deep query plan without cross-product for acyclic queries guarantees such
R; exists. We add R; in Tg through an edge (R;, R;).

» Example 21. Suppose Pg = [R3(z,y), Ra(z,y, 2), R1(y, z)]. The left-most relation Rs(x,y)
has to be the root of Tg. For the next relation Rs(z,y,z), since only Rz is in Tg and
attr(Rg) Nattr(Rs) C attr(R3), we add edge (Rs, R2). Now, both Rs and Ry are in Tg
and union of their attributes is {z,y, z}. Since attr(R1) N {zx,y, 2} C attr(R2), we add edge
(R2, R1). The final Tg is R3 — Ry — Rj.

» Example 22. Counsider a cyclic query, Pg = [Rs(a,b), Ra(b,c), Ri(c,a)], the classic

triangle query. Let us try to construct Tg. Rs(a,b) is the root. Ra(b,c) connects Rj.
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attr(Rs) U attr(Rs) = {a, b, c}. But, attr(R1) N{a,b,c} Z attr(Rz) and attr(Ry) N {a,b,c}
& attr(R3). Ry cannot be placed in Tg to satisfy the connectedness property while keeping
To being a tree.

» Example 23. Po = [T(z),R(y,z),B(z),S(z,y,2)] contains a cross-product due to
T(z), R(y, z). We cannot construct Tg because 7o is a subgraph of the query graph and the
query graph does not contain (7', R) edge.

Proof. For a left-deep plan without cross-product for an acyclic CQ [Sg, Sk—1, . - -, S1], our
proof proceeds by showing the plan permits a rooted join tree that satisfies Definition 6.
That is, Sy is Ry, the root of some 7o, and for any relation S;, its parent in 7g is S;
with j € {k,k—1,...,i+ 1}. For a relation S;, let attribute set as(S;) denote the set of
attributes appear before it in the plan, i.e., as(S;) = attr(Sk) U --- U attr(S;+1). The plan
has the property that attr(S;) Nas(S;) # 0. We want to show there is some relation S; with
je{k,k—1,...,i4 1} such that attr(S;) D (attr(S;) Nas(S;)). If the statement is true, we
can construct 7o by adding edge (S;,S;). To prove the statement, for a relation S,,, suppose
relations before S, already form a join tree, i.e., we are about to attach S, to the tree.
Suppose the statement is not true and there are two more relations S;, S; (i > j > u) in the
plan such that attr(S,) Nas(S,) = (attr(S;) U attr(S;)) and attr(S,) Nas(Sy,) € attr(S;)
(correspondingly for attr(S;) as well). S; and S; are connected via a path. To satisfy join
tree requirement, one must add two edges (5;,.5,) and (S;, S,), which form a cycle. <

Definition 6 can be interpreted as a join order assumption, which defines the constraint
on the plan (Corollary 7). Construction of Pg is straightforward: performing a top-down
pass (not necessarily from left to right) of To.

» Example 24. For Tg in Figure 4 (b) with 7' as the root, both P} = [T, S, B, R] and
Pg = [T, S, R, B] are valid plans for TTJ.

C An Additional Example on

» Example 25. Consider a Tg R3(x) — Ra(z,y) — Ri(y) with the following database
instance: R3(4), R2(4,6), R2(3,5), R2(3,7), R2(4,7), and Ry(7). Clean state only requires
the removal of one tuple R2(4,6). HFg removes two tuples Ro(4,6) and Ry(3,5). Fg
removes three tuples: Ry(4,6), R2(3,5), and Ra(3,7).

D Improving TTJ Combined Complexity

Theorem 19 gives O(k*n+kr) combined complexity. We can further improve it to O(nk log k+
kr) by constraining the join order (Corollary 7). In particular, to decide join order, one
pre-order traverses 7o and when multiple subtrees exist for a given relation in 7o, one breaks
ties by visting the largest subtree of any relation last [9]. Figure 5 shows an example.

» Theorem 26 (Improving combined complexity of TTJ). Combined complezity of TTJ
can be improved to O(nklogk + kr) (log is base 2) if one performs pre-order traversal over
To and break ties by visiting the largest subtree of any relation last.

Proof. The new order strategy only changes the total number of deleteDT() calls (Line 27)
in Theorem 19 proof. For a given 7o, let b; be the backjumping distance where the join
failure relation is R;. Note that b; is exactly the same as the number of deleteDT() calls
generated (Line 27) when join fails at x;. b; < k — i for the default join order. Let d; denote
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Figure 5 Given 7o in (a), one decides join order by pre-order traversing over 7o and breaking
ties via visiting the largest subtree of any relation last. The resulting order (b) satisfies Corollary 7.

the number of descendents of an internal relation R; and m; denotes the number of relations

in the largest subtree rooted at one of i’s children, e.g., in Figure 5, dr = 4 and my = 3.

Since the new order satisfies Definition 6, when join fails at R;, only descendents of R; (the
parent of R;) could exist between R; and R; in the order. The largest number of deleteDT()
generated when join fails at the root relation of the largest subtree of a relation. Thus,

Next, we prove Zf:_ll b; < klogk. Proof by induction on the size of Tg. Base case k = 1,
the claim holds. Assuming the claim holds for k£ — 1. Suppose there are s subtrees of Ry and
each with size kq,...,ks. Let k,, denote the largest subtree. Then b, < (k —1) — k,,, + 1 =
k — k,,. Thus, Zf;ll by <30 kilogk; + (k — km) < klogky, + (k — km) < klogk (the last
inequality follows Lemma A.1 in [9]). Then, the total number of deleteDT() calls on Line 27
is < S2¥ b = O(nklog k). <

E Bushy Plan

A common approach to evaluate a bushy plan, query plan that is no longer degenerate, is
to decompose it into a sequence of left-deep subplans: right child of every join operator
forms a left-deep subplan and is evaluated first before proceeding with the join [63, 55]. In
particular, for in-memory hash-join, build side is a blocking operation, i.e., hash tables can
be constructed not just from base relations but also from intermediate results computed from
subplans, which are buffered inside the memory [55, 32]. TTJ works with bushy plan exactly
as above. The only issue to address is to transform 7o into a bushy plan satisfying Corollary 7
6 so that when join fails at R, deleteDT() can find its parent. We use Algorithm E.1 to
control the construction of a bushy plan for TTJ. Such algorithm can be easily adapted into
a “reverse-engineer" procedure where one can construct a T from the given bushy plan: we
construct a join tree for each left-deep subplan using Lemma 8 and concatenate all the trees
to form the final join tree.

Fragment group FG is a set of nodes in Tg constituting a subplan. We use F'G and
subplan interchangeably. Any node from Tg only belongs to one group. The key idea to form
a bushy plan is that we create a TTJ-compatible subplan for each group and connect them
altogether using TTJ join operators again. Fragment groups are formed with the property

6 We use join order view of Definition 6.
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FGy T

@ (b)
Figure 6 Given 7o in (a), there are two fragment groups FG1 and FG2. (b) is a bushy plan
constructed from the two fragment groups. Join failures can be categorized into two cases: within
FG (Mi3) and across F'Gs (Mi4).

Algorithm E.1 Construct bushy plan for TTJ

Input: To
Output: A bushy plan that can be evaluated by TTJ

1 Starting from the root of Tg, visit each node in pre-order traversal.

2 For each node, decide whether create a new fragment group F'G;41 or put it to the
fragment group F'G; where its parent node belongs. If for a node R and its left
sibling node S has attr(R) Nattr(S) = (), R has to be in the same group as its
parent. Suppose there are fragment groups F'G; for i € [m] at the end of this step.

3 For each FG; for i € [m], create a subplan satisfying the default join order .

4 Start from F'G,, and connect it with the subplan from FG,,_1 with a TTJ join
operator. The resulting subplan, a new FG,,_1, is connected with the subplan
FG,,_2 and continue. When connecting two subplans F'G; and FG;_1, we always
put FG;_; as the left child of TTJ join operator. The step repeats until all the
subplans are connected.

that parent node belongs to the same or lower-numbered group than its child node(s) in Tg.
Line 2 checks sibling node to avoid cross-product when join two subplans. The resulting plan
satisfies Corollary 7 and can be evaluated by TTJ directly.

» Example 27. Consider Q represented in Figure 6 (a). There are two fragment groups
FGy ={T,S,R} and FGo = {U, D,V}. The whole plan is being evaluated by TTJ operators:
every join operator is TTJ join operator; T and U are TTJ table scan operators and the
rest are normal table scan operators. deleteDT() happens for two cases. First, deleteDT()
happens inside the subplan. For example, join fails at x4 (M7). Since U is the parent
of V, a tuple from U is added to ng. Second, deleteDT() happens at the join operator
connecting two subplans. For example, join fails at 17 (Mg). In this case, deleteDT() sends
the reference to the root of FGs, U, downward. The rest of the evaluation is the same as
the left-deep plan case in the previous sections.

» Lemma 28. The bushy plan constructed from Algorithm E.1 satisfies Corollary 7.

Proof. Let S be a node and R, U be its children. There are three possible cases. First, if
R and U are all within the same F'G as S, by Line 3, the claim holds. Second, if one of
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its children is in a different F'G, say, U. Since S is in the F'G with smaller numbering, by
Line 4, S is to the left of U. S is to the left of R because they are in the same F'G. Third, if
all of its children are in different F'Gs, by a similar argument as the previous case, the claim
holds. <

» Theorem 29 (Correctness). TTJ evaluates Q correctly under the bushy plan constructed
from Algorithm E.1.

Proof. By Lemma 28 and Theorem 9, TTJ evaluates relations associated with each F'G
correctly. We only need to focus on TTJ operators that join two different F'Gs and show
it generates the correct join result. W.l.o.g., the two F'Gs are denoted F'G; and FGy. We
want to show F'G1XFG> is correct. If all tuples from F'G; are joinable with some tuple from
F@Gs join result, the claim holds. Suppose t € F'G; cannot join with any tuple from FGs

and thus dangling. By Lemma 28, the parent of the node where join fails must be in F'G;.

Applying the same arguments in Theorem 9, the claim holds. <
Let r; denote the size of the join result computed from FG;.

» Theorem 30 (Data complexity of TTJ on bushy plan). Suppose there are m FGs and
each has result size 11, ..., 1, respectively. TTJ runs O(n + max(ry,...,mm)).

Proof. Note that m < k. Proof by induction on the number of F'Gs in the plan. Base case
FG,,. It takes O(n+r,,) to evaluate it. Suppose the claim holds for all the fragment groups
until . To evaluate the plan associated with FG;_1, it takes O(n + max(r;11,...,7m)) to
evaluate the subplan associated with F'G;. By Line 4, FG; appears as I'jnner, which TTJ
builds the hash table. TTJ takes r; to build ‘H corresponding to FG;. Result follows. |

Effectively, Algorithm E.1 maps Tg into a bushy plan, another tree. Together with
Theorem 30, we can see that if r; < r for i € [m]. TTJ can provide optimality guarantee
under bushy plan. Thus, it is an open question whether we can construct a bushy plan such
that the output size of each fragment is bounded by the final output size r. If such algorithm
exists, TTJ is optimal under bushy plan as well.

F Handle Cyclic CQ

We show a simple approach to allow TTJ to work with cyclic CQs as well. The key challenge
for cyclic CQs is that the query does not permit Tg, i.e., a graph that has to contain cycles
to satisfy the connectedness property. Let Gg denote the graph that contain cycles but
satisfies the connectedness property. As an example, (a) in Figure 7 shows Gg for a query
joining T'(a,b), S(b,c), B(a,c), and R(b). The query is a simple extension to the classic
triangle query R(a,b)xS(b,c)xT (¢, a), which makes the query being cyclic. Our solution to
the challenge is simple: conceptually, we remove edges from Gg to obtain Tg by renaming
necessary attributes. Then, we introduce a select operator at the root of the plan for the query

to filter out redundant tuples so that the final result satisfies the original query semantics.

The idea is the same as the spanning tree approach described in [21].

» Example 31. Consider the cyclic query shown in Figure 7. Red color indicates the new
operations introduced to handle cyclic CQs.

In the example, we remove edge (T, B). Since attr(B) Nattr(T) = {a}, we rename
attribute a in one of these two relations. In this case, we rename a in B to d. Thus, in the
query plan, we introduce pp . 4B right above B. The resulting query joining 7'(a, b), S(b, c),
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aadf&
T(a,b) l

S(b,c) 3D pB(cl,d)B
B(c,a)
B(c,a) R(b) T(a,b) S(b,c)

(@) (b)

Figure 7 (a) Gg (b) query plan of T'(a,b)xS (b, c)xB(a, c)xR(b).

B(c,d), and R(b) is acyclic and can be evaluated using TTJ. Since cycle in Ggo contains T,
S, and B, we add 0,-4J> right above X5 to filter out those tuples that their a attribute
values and d attribute values are different, i.e., adding the removed edge back.

Clearly the simple solution computes the correct join result: the correct join result is
subset of the join result compute from ;. To find G for a given join order, one can build
To and introduce necessary extra edges (and thus, form cycles) to satisfy the connectedness
property. Those extra edges will be temporarily removed as illustrated in the example above.

Essentially, the approach uses an acyclic query to contain a given cyclic query (in query
containment sense [15]) to compute a superset of the cyclic query result set and removes
redundant tuples with selections. Thus, the runtime performance of this approach ties to
the runtime performance of evaluating the acyclic query, which is O(n + ') where 1/ is the
output size of the acyclic query.

G Experiment Setup

G.1 Algorithms and Implementation

We compare TTJ with the baseline algorithms (Section 3.2) in an apples-to-apples fashion,
where we implement all these methods within the same query engine built from scratch in
Java. The engine architecture is similar to the architecture of recent federated database
systems [53, 11]. The engine optimizes each algorithm using the same DP procedure [27]
with an algorithm-specific cost model (Appendix G.4). The engine connects two data sources:
PostgreSQL 13, which provides the estimation to the terms in the cost models, and DuckDB
[49], which serves as the storage manager. All data are stored on disk.

We detail the implementation of ng here. Suppose Ry has m children Si,...,5S,.
Physically, ng is implemented as a hash table (S;, ¢;) where ¢; is a set containing jav(t, Ry, S;)
for dangling tuple t from Ry detected by .S;.

We provide additional implementation details of the baseline algorithms that are not
described in Section 3.2. To implement YA, we introduce a k-ary physical operator full
reducer operator that executes Fg. The fully reduced relations, which already reside in
memory, are then evaluated by HJ. PT is implemented similarly to YA with a k-ary operator
for the predicate transfer phase. PT originally works on the predicate transfer graph, which
contains redundant edges compared with To. Redundant edges may lead to additional
unnecessary passes of Bloom filters that may negatively impact PT performance 7. Thus, we

7 We conducted an empirical study by comparing PT on the predicate transfer graph with the same PT
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show the results of PT on Tg. We use the blocked Bloom filter [47] implementation from
[30].

G.2 \Workload and Environment

Workload. We use three workloads: Join Ordering Benchmark (JOB) [39], TPC-H [57] (scale
factor = 1), and Star Schema Benchmark (SSB) [46] (scale factor = 1). We focus on ACQs
in the benchmarks, i.e., we omit cyclic queries, single-relation queries, and queries with
correlated subqueries. All 113 JOB queries, 13 TPC-H queries, and all 13 SSB queries meet
the criteria.

Environment. For all our experiments, we use a single machine with one AMD Ryzen
9 5900X 12-Core Processor @ 3.7Hz CPU and 64 GB of RAM. We only use one logical
core. We set the size of the JVM heap to 20 GB. All the data structures are stored on
JVM heap. Benchmarks are orchestrated by JMH [1], which includes 5 warmup forks and
10 measurement forks for each query and algorithm. Each fork contains 3 warmup and 5
measurement iterations.

G.3 TTJ Cost Model

Given Pg is a transformation of Tg, costing TTJ is the same as costing evaluation of Tgo
under TTJ. One simple but effective cost model is the sum of the sizes of intermediate results
[39, 22, 18, 56], which comprises two components: the dangling tuples produced and the
size of intermediate results that are part of final join result. The former corresponds to the
cleaning cost in the optimality proof, which can be estimated based on the clean state. Using
clean state, the latter can be estimated easily as well. Since TTJ reduces internal® relation
sizes, like [22], TTJ cost includes the size of inner relations that are in clean state as well.

» Theorem 32. The cost of TTJ, i.e., the cost of To when evaluated by TTJ, is

m |AY-1 N
> D b (R o< ) BRI (®)
i=1 t=0
s |BY-1 B
P33 @ ) B R ™
=1 t=0
ICl—1
+ Z bt s |0 ja s (R B< R (8)

+ Z 1£(S5)] 9)
j=k

k
+ Z IR;| (10)

Equations (6)—(8) give the number of dangling tuples. Equation (9) gives the size of
intermediate results (including the size of Rj) that are part of final join result. Equation (10)
is the summation of size of internal® and leaf relations that are in clean state.

on Tg to verify our conclusion. Result shows PT on 7o outperforms PT on the predicate transfer graph
by 1x (Appendix G.5).
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bi; counts the number of additional dangling tuples generated given a dangling tuple
from guilty relation R and detection relation S. We define the following three sets over the
relations in 7. First, A consists of all the leaf relations R, such that internal® relation R;
are their parent. We partition A by leaf relations’ parents, A!, ..., A™ where A’ is the set
of leaf relations that have the parent R;. Thus, |A?| represents the number of leaf relations

in Tg that are children of R;. Let us label those leaf relations R.,... RLAll. Second, B
consists of internal® relations R, that their parents R; are internal® relations. Similarly to
Al . A™ we partition B by the parent of R,: we have B!,... B*. |B| and R.,..., RIF
are defined similarly as above. Third, C comprises all the relations R, that are children of
Ry. The children of Ry, are labeled R., ..., RIEI. Equation (11) defines Rgﬂ, which reflects
the gradual discovery of dangling tuples of R; during plan evaluation.

R — Rf}_u - o ifr=0 "
Ry — (R ~'D><Jf ;) P<R!) otherwise

Suppose the join order (w.r.t. 7o) determined either syntactically from 7 or from the
DP algorithm is [S, ..., S1] where S; = R; for some i € [k]. f(S;) in Equation (12) computes
the size of intermediate results that are part of the final join result. Given Definition 6, the
first relation to apply f is always Ry, root of Tg, and its content, per Lemma 13, is R}.

R} ifj=k
F8)=9&" ) (12)
S f(Sj41) otherwise

» Example 33. Using Example 2, we illustrate how to compute Equations (6)—(8), the most
complex terms in the cost equation. Assume Pg = [T, S, B, R]. Start with Equation (6).
A = {B,R}. Since both B and R have the same parent, S, m = 1. Thus, the cost is
1-[(SB<T) B< B| 4 2 - |(SMp<T) B< R|. In particular, |(S><T) >< B| = 0. Therefore,
S = 5. |(SB<T) B< R| = 1 due to S(red,1,2). Thus, S = {(red,3,2)}. Since B = 0,
we do not need to compute Equation (7). To compute Equation (8), due to C = {S}, we
have 1 - |6(m,(T B< S))| = 1. Thus, the number of dangling tuples produced by TTJ is
0+2+1=3.

G.4 Baseline Algorithms’ Cost Models

The cost model of HJ is the summation of intermediate results [39, 27]. Query plan and Tgo
are fixed for all compared algorithms on star schema queries. Thus, we do not cost LIP. PT
shares the same 7o as YA. We detail the cost model of YA below.

The central idea of costing YA is exactly identical to how we cost TTJ in Appendix G.3.
We first deduce the state of relations after Fg called full reducer state (Definition 34), which
is similar to clean state (Definition 12). Then, we compute the number of intermediate
results produced by Fg (Equations (13)—(15)), the size of the intermediate results that are
part of the final join result (Equation (16)), and the size of the relations that are in full
reducer state (Equation (17)) in YA cost equation (Theorem 35).

» Definition 34 (full reducer state). Query plan using Fg reaches full reducer state if the

following conditions hold:

1. R, < Hiu = for the root of Tg, Ry and its children R,,. The content of Ry satisfying
the condition is denoted by R} ;

2. R, D< R} =0 for all the leaf relations R, of Tg and their parent R;. The content of R,
satisfying the condition is denoted by R}. Furthermore, I@u =Ry,; and
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3. (R; D< ]ﬁu) U (R; < R%) = 0 for internal® relation R;, its child relations R, and its
parent R;. The content of R; satisfying the condition is denoted by RY. If content of R;
satisfies R; DX R, = 0 only, we denote the content of R; as R;.

» Theorem 35. The cost of To under YA is
||

> IR (13)

1B°|-1

+3 (R + Y RI<RE) (14)
=1 t=0
[C]-1

+ 3 R e<RYH (15)
t=0

+ 3158 (16)
1=k

k
+ > IR} (17)
i=2

We define the following three sets over the relations in 7. First, A consists of all the leaf
relations R,,. Second, B consists of R,, whose parents R; are internal® relations. We partition
B by the parent of R,s. Then, we have B!,..., B*. |B!| indicates the number of relations
in T that are children of R;. We label those relations R!, ... 7R‘fﬁl, Third, C comprises
all the relations R, that are children of Rj. The children of R; are labeled R}u .. ,RLCI.
Equation (18) defines Rgt], which reflects the gradual removal of dangling tuples of R; during
semijoins.

R; ift=20
R[t] — v N 18
' {Rgt_u D><RR! otherwise (18)

Suppose the join order (w.r.t. 7o) determined either syntactically from 7o or from
the DP algorithm is [Sk, ..., S1] where S; = R; for some ¢ € [k]. f(S;) in Equation (19)
computes the size of intermediate results that are part of the final join result.

Sy ifi=k
f(Si) = . (19)
Simf(Siy1) otherwise

G.5 Empirical study of PT performance on the predicate transfer graph
versus 7o

Predicate transfer graph is a directed query graph. PT construct the predicate transfer graph
from the query graph using a simple heuristic: for an edge of two relations, the head of
the edge is the relation with bigger size. For star schema queries in our setup where Ry is
the fact table, predicate transfer graph is identical to Tg: query graph is identical to the
undirected join tree and the heuristic applied on the query graph leads to To. Thus, PT on
the predicate transfer graph (denoted by PTO) has identical performance as PT on Tg on
star schema queries. PTO can have a different performance compared with PT when one
of the following conditions happen: (1) the query graph is not identical to an undirected
join tree; (2) when undirected join tree and the query graph are identical, T created from
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Figure 8 Speedup of TTJ, YA, YAT, PT over HJ on 13 TPC-H queries

costing is different from the predicate transfer graph created by the heuristics; and (3) both
To and the predicate transfer graph are identical but the order of passing Bloom filters are
different.
Table 1 Speedup of PT and PTO compared with HJ on Q7 and Q8 in TPC-H
Method | Q7 | Q8

PT 1.6x | 1.6x

PTO 0.6x | 0.7x

We empirically compare PT and PTO on Q7 and Q8 in TPC-H. The performance result
is shown in Table 1. In Q7, condition (2) happens where PT and PTO have different tree
structures. In Q8, condition (3) happens where both PT and PTO share the same Tg but
Bloom filters are applied in different orders.

H TPC-H Results

Figure 8 shows the comparison result on TPC-H. TTJ has the maximum speedup 2.4x on
Q8, the largest query with £ = 8 in TPC-H. 2.4x is also the largest speedup among the four
algorithms: the maximum speedup of YA, YAT, and PT is 1.4x, 1.5x, 1.7x, respectively.
TTJ has steady speedup over the benchmarked TPC-H queries with average (geometric mean)
1.2x compared with 0.69x from YA, 0.78x from YA™, and 0.84x from PT. The minimum
speedup of TTJ, YA, YAT, and PT is 1.0x, 0.4x, 0.5x, 0.5x, respectively. From the aggregate
statistics we can see: First, TTJ has more steady speedup than YA, YA, and PT on the entire
workload: TTJ has higher average and minimum speedup than the other three algorithms.
Second, YA, YAT  and PT outperform TTJ when the full reducer can be executed quickly.
Consider Q7: A fragment of YA join tree is a chain orders — lineitem — supplier — nation.
The first semijoin supplier ><nation already removes more than 90% of tuples from supplier
because |nation| = 1. The largely reduced supplier speeds up the subsequent semijoin
lineitem D><<supplier and starts a chain reaction on the remaining semijoins. As a result, YA
removes close to 100% of the tuples of the input relations in a small amount of time.

I Measurement of the Number of Dangling Tuples Removed

Figures 9 and 10 empirically measure the amount of tuples removed by TTJ and all the
algorithms we compared on TPC-H and SSB. From the figures we see that TTJ always
remove the least amount of dangling tuples because TTJ reaches the clean state and the
clean state requires the least amount of dangling tuples removed compared with YA and
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YA™ (Corollary 15). This confirms that TTJ, although intuitively combining the bottom-up
semijoin pass with the join pass, is different from YA™.

J  Proof of YA
YA™ states that bottom-up semijoin pass and top-down join pass over Tg is sufficient to
provide O(n + r) guarantee. We formalize the statement into Theorem 36.

» Theorem 36. Given a join tree To and root Ry, one can compute join with the following
two steps:

1. apply bottom-up semijoin pass HFg on To;
2. perform pair-wise join from root Ry to leaves recursively.

Any intermediate join result during the computation will not contain any dangling tuples.

The intuition is that after applying HFg, Ry = R} (Lemma 4 of [12]) and each other
relation only contains tuples that are joinable with its child relations. If we start to compute
join from this state in a top-down fashion, it is impossible to produce dangling tuples.

Proof. Proof by induction on the height of 7o. Base case. Suppose the height of 7o is

0. Claim trivially holds. Suppose the claim holds for all queries whose height of 7o < h.

We want to show the claim holds for height of 7o equals h. We want to show J; =

Ryx ... xRy and there is no dangling tuples in any intermediate result during computation.

(...((RixR4Y)™RS)...xR),) equals to RyMRIX ... XR).
Ji = (.. ((RiXRY)XRS) ... xR, )Xo ... Xy,

= RiXRYX ... xR XJoX ... X,

= Ry X (RyxJo) X (REXJ3) X ... )(R, ) Jp)
= RixJoxJ3X ... xJ,,

= RiXRox ... xRy
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The last step because Js, ..., J,, are subtrees of Tg and they are disjoint. To show there
is no dangling tuple, pick R;, R; and R; where R; is a child of R; and R; is a child of
R;. During HFg, Ry P<(R; P<R;) is executed. Because Tg is a join tree, Ri, R;, R; share
common attributes. If there is a dangling tuple, it has to happen after B, xR;. However this
is not possible because R;xR; after Pg 1 equals to (R P<(R; P<R;))x(R; ><R;), which is
(R1xR;)P><R;. By induction assumption, no dangling tuple when join relations in subtree
rooted in R;. Since R; and R; are picked arbitrarily, the theorem holds. <

» Corollary 37. The algorithm in Theorem 36 runs O(n + ), which is the same as YA.

Corollary 37 immediately follows from Theorem 36 because intermediate result size is
smaller than the final result size.

K Discussion and Related Work

We organize the related work in four categories. First,CSP. The equivalence between CQ
evaluation and CSP is established by [38, 15]. TreeTracker in [9] solves a CSP for one
solution without preprocessing the CSP. TTJ extends TreeTracker into query evaluation by
(1) returning all possible solutions, and (2) blending the ideas from TreeTracker into physical
operators in a query plan. Second, Semijoin reduction. An intensive research has been done
on using semijoin to improve query evaluation speed [12, 59, 36, 13, 60, 40, 17, 66]. TTJ
achieves a similar effect (clean state) as performing semijoin reduction without explicitly
using semijoins. Third, SIP. deleteDT() of TTJ takes the form of SIP [68, 32, 35, 33, 8,
29, 42, 44, 22, 52, 54, 48, 23, 26, 67]. TTJ is different from the prior approaches in one or
more of the following aspects: (1) TTJ does not introduce any preprocessing steps; (2) TTJ
does not use Bloom filters, bitmaps, or semijoins; and (3) TTJ provides optimality guarantee.
Third, Worst-Case Optimal Join (WCOJ) algorithms. A related line of work is to implement
WCOJ algorithms efficiently [43, 6, 34, 25, 2, 64, 63]. TTJ is orthogonal to such direction as
TTJ focuses on ACQ evaluation with query-specific output size r whereas WCOJ focuses on
worst-case optimal join problem with worst-case output size bounded by AGM. In addition,
comparing to WCOJ algorithms, which commonly use multi-way join operators, TTJ uses
binary physical operators in iterator interface.
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